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1 Purpose of the seminar

Systems of receptive �elds (RFs) are probably the most prominent and ubiquitous computa-

tional mechanism employed in biological information processing, and, in particular, in vision.

A natural question suggested by the hierarchy of RF types found in the visual pathway is,

what is it good for? It may seem that the answer is to be found, jointly, in the many models

of visual function based on population coding of various stimulus qualities, especially as some

of these models draw explicit parallels between the representations they employ and the RFs

found in biological vision. However, mere invocation of the idea of population coding, if not

accompanied by a computational (in the sense of Marr, 1982) statement of what it is that the

visual system does with its representations, simply begs the question:

At all levels of the visual system, complex objects appear to be coded by the

activity of populations, or networks, of cells, and the representation of a particular

object may be widely distributed throughout one or more visual areas. That said,

the goal of the anatomical pathway for object recognition becomes less obvious.

The photoreceptors are a population of cells, for example, and they are necessarily

capable of coding, by their population response, any conceivable stimulus. Why are

subsequent populations needed? (Desimone and Ungerleider, 1989, p.268).

A number of recent works that do address the computational problem of representation tend to

employ information-theoretic terms such as redundancy reduction and e�cient coding (Field,

1994; Daugman, 1988; Atick, 1992). This seminar series will survey and compare the di�erent

computational characterizations of the features of visual representation, and will discuss the

relevance of the proposed approaches to the problem of representing 3D shape.
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2 Schedule

1. Feb. 21 introduction: the problem of understanding sensory coding (Barlow, 1979a)

2. Feb. 28 information preservation (Linsker, 1988; Linsker, 1990; Daugman, 1988) [Ya-

suto T.]

3. Mar. 7 reconstructibility (Bialek et al., 1991); the single-neuron doctrine (Barlow,

1972) [Yuval S.]

4. Mar. 14 reconstruction (Barlow, 1979b); redundancy reduction (Barlow, 1990) [Jonathan S.]

5. Mar. 21 wavelets (Strang, 1989; Simoncelli and Adelson, 1990) [Uri P.]

6. Mar. 28 statistics of natural images (Field, 1987; Field, 1994) [Kalanit G-S.]

7. Apr. 4 information theory (Atick and Redlich, 1992; Atick, 1992) [Maxim K.]

8. Apr. 11 dimensionality reduction (Intrator, 1992; Intrator et al., 1992; Intrator and

Gold, 1993) [Ariel BP.]

9. Apr. 18 { PASSOVER VACATION {

10. Apr. 25 clustering by distal characteristics (Weiss and Edelman, 1995; Duvdevani-Bar

and Edelman, 1995) [Alexei S.]

11. May 2 what makes a good feature (Richards and Jepson, 1992; Freeman, 1993)

[Sharon D.]

12. May 9 faces (Rhodes, 1988; Edelman et al., 1992; Lando and Edelman, 1994)

[Mattew B., Svetlana G.]

13. May 16 { ARVO {

14. May 23 { ARVO {

15. May 30 plastic features (Richards, 1982; Herrnstein, 1984; Spitzer et al., 1988)

[Yael K.]

16. June 6 natural 3D shapes (Fujita et al., 1992; Tanaka, 1992; Tanaka, 1993; Kobatake

and Tanaka, 1994) [Alumit I.]

17. June 13 generalization in feature spaces (Shepard, 1987) [Ovadya M.]

3 Prerequisites

Familiarity with the basic concepts and methods of computational vision will be assumed

throughout the series. Understanding of the case studies from psychophysics and neurobiology

will require, in addition to that, an introductory-level knowledge of the structure and function

of the primate visual system.
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4 Requirements for credit

The only way to obtain credit for participation in this seminar will be to give a presentation.

It will be possible to share some of the assigned topics between several participants, each of

whom will be responsible for the presentation of a part of the material. People planning to

take the seminar for credit are urged to contact Shimon Edelman

1

to set the date and the topic

of their talk.

5 Guidelines

Here is a short collection of guidelines that would help you in preparing a more useful seminar

presentation:

� Use transparencies; this will save you lots of handwaving at the blackboard. 25-30 trans-

parencies usually �ll an hour.

� Practice on a friend, and time yourself. Pick a friend who has never heard of the topic of

your presentation, and see if your message comes across.

� Take your time to explain the authors' motivation and starting assumption.

� Present your critical evaluation of the results and the conclusions (in more than a few

sentences).

� Put your topic in a perspective relative to the entire series.
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