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4 Discussion

The CLF approach to the modeling of recognition, described in this article,

has three key characteristics. A version of the �rst one, which states that

conjunctions of features are important, has been advocated in the past by

Barlow, who also has been a long-time proponent of the grandmother cell

dogma [16,17]. The second ingredient of CLF, namely, the achievement of

constancy over a group of transformations (such as rotations in 3D) through

exhaustive coverage of the resulting con�guration space, can be traced

back to Pitts and McCulloch [18]. Both these ideas used to draw criticism

on the grounds of excessive memory requirements. It is not too surprising,

therefore, that the third key ingredient of CLF, blurred template matching,

is designed to permit it to store relatively few views, while maintaining

adequate generalization performance. Poggio and Girosi have recently used

techniques from approximation theory to show why such an approach works

[14].

To date, the CLF model has achieved a degree of success in replicating

several basic �ndings in the psychology of three-dimensional object recog-

nition (see [9,11,19,6]). Some of the issues currently under investigation are

modeling of the in
uence of depth cues, and extension to recognition and

classi�cation of complex objects on various categorical levels. Already at

this stage, however, the available simulation results prompt one to consider

seriously the possibility that a major recognition pathway in human vision

relies on two-dimensional view-speci�c representations (see also [20]). The

amenability of the model to implementation in an adaptive network archi-

tecture which complies with general rules of cortical organization (see the

discussion in [9,21]) lends further support to this possibility.
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Figure 7: Generalization capability of the CLF model may be attributed

to the fact that it tolerates feature displacements caused, e.g., by the ob-

ject's rotation because of the di�use projections from the feature to the

representation layer. The anisotropy of generalization can be accounted

for by asymmetries in the shape of the tolerance regions centered at the

average positions of features. Here the tolerance regions are elongated in

the horizontal direction, to replicate the better generalization in the hori-

zontal plane found in human data.

when the correlation between its representation and the proper footprint is

computed. Thus, test views that are close to more than one familiar view

are easier to recognize, because of superposition of the contributions of the

feature detectors corresponding to those views, achieved by blurring the

input. This may explain why human subjects are better at interpolation

than at extrapolation to a novel view. Furthermore, the anisotropy of

generalization with respect to the horizontal/vertical distinction may be

accounted for by postulating an asymmetrical point spread function (see

Figure 7). An analysis of the generalization capability of the CLF model,

along with a discussion of functional similarities between blurred template

matching and nonlinear interpolation by regularization networks [14,15],

can be found in [9].



Figure 6: Three stages in the development of object representation with

practice, as implemented in the CLF model. Top: Immediately after train-

ing with an orderly sequence of views that arises, e.g., when the object is

rotating, its footprint (see Figure 4) is highly structured. The sequential

spread of activation through the footprint following exposure to one view

creates a semblance of mental rotation. Middle: Two shortcuts across the

footprint are created, e.g., because of practice-induced association between

non-neighbor views. Bottom: The dependency of \response time" on view-

point is lost due to the weakening of the original footprint structure.



two patterns of activity, measured by their (2D) correlation, is then inter-

preted as the model's analog of response time (see Figure 5). The variation

of this measure with viewpoint (that is, with the initial locus of activation)

is the counterpart of the canonical views phenomenon.

3.4 Replicating Mental Rotation and Its Disappear-

ance with Practice

The simulated response time not only varies with viewpoint: because of

the sequential structure of the footprint, it depends on the viewpoint in

an orderly fashion, resembling the typical pattern of mental rotation (see

Figure 6, top). When the same views on which the model has been trained

appear in a di�erent order, the original sequential structure of the footprint

is weakened, because of the emergence of new lateral links between di�erent

R-units that are not necessarily adjacent to each other in the footprint (see

Figure 6, middle). Eventually, the interconnection pattern of the partici-

pating R-units becomes amorphous, causing mental rotation signs, which

are epiphenomenal to the structure of the footprint, to disappear (see Fig-

ure 6, bottom).

3.5 Replicating Limited Anisotropic Generalization

The generalization capability of the CLF model is explored by training

it on sets of views of several objects, presented separately in succession.

Quite understandably, the model performs perfectly when tested on any

of the training views, provided that the footprints do not overlap (that

is, if the representation capacity is not exceeded). Even in that simple

situation, the model yields a useful insight into possible mechanisms of

generalization of recognition.

Generalization in the CLF model is made possible by the bell shape of

the point spread function that governs the pattern of projection from �rst-

layer to second-layer units (see section 3.2). Intuitively, the blurring of the

input activity distribution caused by the point spread function increases

the chances that moderate distortion of the input view (due, e.g., to a

rotation of the object away from a training attitude) will be tolerated



Figure 5: Top: a schematic illustration of a footprint. Solid and hollow

squares stand for allocated and free R-units, respectively. Bottom: R-units

comprising a footprint become active when the system is exposed to one of

the familiar views, at a level that decreases with their distance along the

footprint from the excitation point (because of the imperfect e�cacy of the

lateral links). The gradation in the spread of activity causes the correlation

between actual and stored footprint snapshots to be less than ideal. The

dependency of this correlation on the excitation point parallels a similar

dependency of response time on viewpoint, known as mental rotation.



together more e�ciently to form representations of entire objects.

3.2 Learning Object Representations

The CLF model acquires the representation of a novel object as follows.

The very �rst view of the object is allocated a representation unit in the

second layer through projection convergence, followed by non-maximum

suppression. First, each input unit projects activation to an area in the

second layer de�ned by a bell-shaped point spread function, with many in-

puts converging on the same representation unit. Next, a non-maximum

suppression or winner-take-all mechanism selects the most active represen-

tation unit and allocates it. Once an R-unit is allocated, its input weights

and threshold are adjusted according to a Hebbian rule to ensure future

selectivity to the view it encodes.

When a new view is shown to the system, it attempts to recognize it

by looking at the activation levels of allocated R-units. If the new view is

su�ciently di�erent from any of the old ones (i.e., none of the allocated

R-units passes the threshold), a new R-unit is recruited from the pool of

free units. At the same time, a lateral link is established between the two

R-units in the representation layer, again by a Hebbian rule. Eventually,

a chain of R-units standing for the entire object | the object's footprint

| is formed in this fashion. By de�nition, a snapshot of the activity of all

the units participating in a footprint (rather than mere connection pattern

of these units) constitutes the representation of the object.

3.3 Replicating the Canonical Views Phenomenon

This is what happens when activation is injected at a speci�c point of a

footprint as a result of exposing the system to a test view (assume for

the moment that the test view is familiar to the system from the train-

ing period; the question of generalization to novel views will be treated

later). First, activation is allowed to spread through the lateral links to

the footprint-neighbors of the R-unit corresponding to the test view. After

a �xed period of time, the activity of the entire footprint is compared to

the snapshot stored during training. The degree of similarity between the



Figure 4: The CLF model represents an object by a collection of its views.

Each view is encoded as a conjunction of several features, occuring at

well-de�ned locations in the 2D image. The views are tied together in

the order of their original presentation to the system (e.g., in the order of

appearance during rotation of the object), forming a characteristic footprint

of the object. In this schematic example, the �rst view activates feature

units F

11

, F

12

and F

13

in the input layer, and is represented by unit R

1

in the second layer. The second view activates F

21

, F

22

and F

23

, and is

represented by R

2

.

can use. While the lower levels of recognition are assumed to rely on sim-

ple visual events such as individual edge elements or corners, progressively

more complex features may be built from these in a hierarchical fashion

(for example, a CLF recognizer for a face may use eyes, nose and mouth

as features).

The main requirement imposed on the representation of an individual

view in the CLF model is that of compactness. In principle, there is no

reason why a view should not be jointly represented by a substantial pro-

portion of the second-layer units (see Figure 4). In practice, however, views

are better represented by grandmother units, since these can be linked



lation conditions, not all directions of rotation away from a familiar view

are equivalent: subjects tolerate about three times as much misorientation

in the horizontal than in the vertical plane before recognition is reduced to

guessing. Note that this anisotropy is ecologically understandable: crea-

tures con�ned to the horizontal plane have more use for information about

what an object looks like from the side than from above.

2.4 Summary of Human Performance

From the preceding review it appears that at least one of the routes to

recognition available to the human visual system can be jointly charac-

terized by a cluster of phenomena | canonical views, mental rotation and

limited anisotropic generalization | whose common denominator is view-

point dependency. As the following section shows, accepting viewpoint de-

pendency as the basic premise in computational modeling of recognition

allows one to replicate all three central characteristics of human perfor-

mance discussed above.

3 The CLF Model

3.1 An Overview

Computational accounts of vision describe recognition in terms of a com-

parison between an appropriately encoded and processed input image and

an internal representation [13]. Di�erent representations thus require dif-

ferent comparison procedures and are bound to result in di�erent recogni-

tion performance. In particular, viewpoint-dependent performance can be

rather easily obtained with viewpoint-speci�c representations and a simple

comparison method based on template matching. The model proposed in

this section does precisely that. What follows is an intuitive description;

details can be found in [9].

The model, called CLF (standing for Conjunctions of Localized Fea-

tures), encodes speci�c views of objects by recording the co-occurence of

arbitrary features at certain locations in (two-dimensional) input images.

The CLF framework places no constraints on the type of features that it



Figure 3: Limited generalization to novel views: error rate for views never

seen before by the subject deteriorates rapidly with misorientation relative

to a familiar view. If asked which of the bottom two images of wire-like

objects matches the one at the top, subjects perform essentially at chance

level when the rotation in depth is as small as 40

�

.

severely foreshortened; see [2]). In comparison, when the task can only be

solved through relatively precise shape matching, the error rate reaches

chance level already at misorientation of about 40

�

relative to a famil-

iar attitude ([3,6]; see Figure 3). The detrimental e�ect of misorientation

persists in the presence of depth cues such as binocular disparity, which re-

duces somewhat the mean error rate, but does not cancel the dependency

of error rate on viewpoint [6].

The increase in the error rate depends on the arrangement of familiar

views with respect to each other, and not just on the distance between the

test view and the nearest familiar view. Speci�cally, interpolation among

familiar views obtained by rotating the object in a �xed plane appears to be

easier than extrapolation, which, in turn, is easier than recognition of views

that lie outside the plane of rotation [11,6]. Furthermore, under interpo-



The explanation of mental rotation in terms of an analog process in-

volving continuous transformation of internal representations, o�ered by

Shepard and his coworkers, has been incorporated into the foundations

of the current paradigm in vision [13]. At present, monotonic dependency

of response time on orientation is still widely accepted as evidence for 3D

object-centered representations that can be subjected to analog transfor-

mations such as rotation, at will.

Caution regarding such an interpretation of the mental rotation phenom-

ena is well-advised in view of recent �ndings that show the dependency of

mental rotation phenomena in recognition on the subject's familiarity with

the stimuli. For example, Tarr and Pinker [4] have found that repeated

exposure to the same stimulus causes an apparent shift in the subject's

strategy: while naming time for novel test views grows monotonically with

misorientation relative to the nearest training view, familiar test views yield

essentially constant response times (this is consistent with a changeover

from time-consuming rotation-based strategy to a faster memory-intensive

approach that saves time by storing all frequently occuring views). A simi-

lar e�ect has been reported by Edelman et al. [5,9], who show how both the

initial manifestation of mental rotation and its disappearance with expo-

sure can be replicated by a model that does not rely on 3D object-centered

representations and, a fortiori, has no means for rotating such representa-

tions (see section 3).

2.3 Limited Anisotropic Generalization

The limited ability of the visual system to generalize recognition to novel

views of a stimulus (previously seen from a narrow range of viewpoints) is

perhaps the most counterintuitive characteristic of human performance in

recognition. When asked to give a relatively broad classi�cation of an ob-

ject seen from an odd viewpoint (that is, when the task requires basic-level

categorization), people virtually never err (except when the object appears

shown images were projections of the same 3D object, or of di�erent objects related

by a mirror transformation. In this respect, classical mental rotation is di�erent from

recognition, where the comparison is made, presumably, between an image of an object

and its internal representation.



Figure 2: Recognition time for an object grows monotonically with its

misorientation relative to a canonical view, as if the object is mentally

rotated to match an internal representation. Rates of \rotation" range

between 40 and 550 degrees per second, depending on the stimuli and the

task. This e�ect tends, however, to disappear with practice.

are found for synthetic novel objects under controlled exposure conditions,

when each view is shown equally often [5].

While uniform initial exposure does not preclude the formation of canon-

ical views, repeated presentation of the same stimulus eventually increases

the uniformity of response time over di�erent views of the stimulus. Thus,

practice a�ects the response time aspect of the canonical views phenomenon:

after only a few trials, the di�erences in response time between canonical

and random views diminish signi�cantly, even in the absence of any feed-

back to the subject [5]. Notably, the di�erences in error rate remain fairly

constant.

2.2 Mental Rotation

Transition from a canonical to a non-canonical view of an object does not

merely increase the expected recognition time: response latency depends

on the viewpoint in an orderly fashion, growing monotonically with misori-

entation relative to the nearest canonical view ([4,6]; see Figure 2). This

dependency of response time on misorientation resembles the celebrated

�nding by Shepard and Metzler [8] of a class of phenomena that became

known as mental rotation (see [12] for an overview).

1

1

In Shepard's experiments the task was to determine whether two simultaneously



Figure 1: Canonical views: certain views of 3D objects are consistently

easier to recognize or process in a variety of visual tasks. For example,

a front view of a pair of spectacles is bound to yield lower response time

and error rate and to receive higher subjective \goodness" score than a top

view of the same object. Such di�erences may exist even among views that

are seen equally often.

2 Shape-Based Recognition Performance in

Human Vision

Three basic characteristics of human performance in tasks in which recog-

nition is viewpoint-dependent are illustrated schematically in �gures 1

through 3 (detailed accounts of the relevant experiments can be found in

the references cited below). These are the phenomena of canonical views

[7,5], mental rotation (analogous to the \classical" mental rotation of [8];

see [4,9]), and limited generalization [3,10,6,11]. Following is a brief account

of the relevant psychophysical �ndings.

2.1 Canonical Views

Three-dimensional objects are more easily recognized when seen from

certain viewpoints, called canonical, than from other, random, viewpoints

(Figure 1). The advantage of canonical views is manifested in consistently

shorter response time, lower error rate and higher subjective \goodness"

rating [7]. Moreover, this advantage cannot depend solely on the variation

in the subject's prior exposure to the di�erent views, since canonical views



work model of recognition. The success of the model in replicating central

features of human performance supports the notion that at least one of

the available pathways to recognition in the human visual system relies on

viewpoint-speci�c representations.

1 Introduction

The human visual system excels at recognizing three-dimensional objects

despite wide variation in the appearance of their retinal projections, caused

by changes in illumination and vantage point. For many object classes

(for example, human �gures and faces) recognition does not break down

even when the shape of the object undergoes nonrigid deformation. To a

large extent, this performance is made possible by the extreme versatility of

vision. In addition to the shape-based pathway to recognition, the existence

of which is apparent, e.g., in our ability to identify objects in line drawings

and cartoons, there are many other pathways, some of which rely on cues

such as characteristic color or texture, others on top-down in
uences of

prior scene knowledge and reasoning. Ready availability of these cues in

everyday situations tends to mask certain peculiarities of the shape-based

pathway, the study of which in isolation can yield insights into mechanisms

of vision.

The same stimulus can engage di�erent processes within the shape-based

pathway, depending on the precise speci�cation of the task at hand. For

example, if asked to classify a stimulus at the basic category level (see [1]),

subjects' performance is essentially viewpoint-invariant [2]. In contrast, at

the subordinate levels recognition is markedly dependent on the viewpoint

of the observer relative to the object [3,4,5,6]. The present article deals with

viewpoint e�ects in recognition. The next section reviews three major

psychophysical characterizations of the shape-based viewpoint-dependent

pathway to recognition. The rest of the paper o�ers a computational ac-

count of the psychophysical �ndings and describes an implemented model

whose performance in simulated experiments parallels that of human sub-

jects.
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Abstract

Unlike basic-level categorization, which is largely viewpoint-invariant, ob-

ject recognition at the subordinate levels depends on the observer's point of

view in several ways. The �rst part of this article surveys three viewpoint-

dependent aspects of human performance in recognition: canonical views,

mental rotation, and limited anisotropic generalization to novel views. The

second part o�ers a detailed but informal computational account of these

phenomena, obtained by analyzing the functioning of an implemented net-


